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Abstract  

In order to examine vast amounts of patient data, automatic illness detection is critical in health 

care administration. The goal of early disease identification and treatment is critical in 

preventing the patient's death. The development of disease diagnosis has been aided by a 

number of researchers. However, it increases the danger of misdiagnosing a patient's health 

condition. A Kernelized Normal Discriminant Feature Selection based Borda count bootstrap 

aggregating Classification (KNDFS-BCBAC) technique is introduced to increase illness 

diagnosing accuracy by detecting the patient's health state and crucial factor analysis with 

higher accuracy and less time. To reduce the complexity of disease diagnosis, radial basis 

kernelized normal discriminant analysis is initially utilised to locate the relevant feature. By 

creating the weak learner as a bivariate correlated regression tree, Borda count bootstrap 

aggregating Classifier is used to categorise the patient data as abnormal or normal after picking 

the appropriate features. The diseased data is then used as a training sample for analysing the 

crucial factor, and the patient data level is classified as either initial or critical depending on 

the feature value threshold range. The Borda count voting technique is used to aggregate the 

weak learner results into strong results. Disease diagnosis and crucial factor analysis of patient 

data are performed with greater accuracy and less time complexity in this manner. With respect 

to a variety of patient data, an experimental evaluation is conducted with a tumour dataset on 

parameters such as illness diagnosis accuracy, false alarm rate, and time complexity. The 

findings reveal that the KNDFS-BCBAC strategy achieves higher illness diagnostic accuracy 

with less complexity and a lower false-alarm rate than current methods. 
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1. Introduction 

The healthcare sector includes large and complex patient data that is used to determine disease 

patterns and make effective diagnostic judgments. The mortality rate is reduced by early 

diagnosis of disorders and clinicians' ongoing care. However, proper disease identification in 

all circumstances and discussion of a patient's ailment is challenging due to the time and skill 

required. In the past, numerous mining algorithms were used to forecast heart disease. 

Researchers used dataset as input in the existing model, which may or may not be an 

appropriate format. Using data mining techniques such as classification, clustering, and 

association rule mining, various data mining approaches are used to improve the efficiency of 

disease diagnosis. The feature selection is carried out while doing the disease diagnosis in order 

to reduce the time complexity. 

 

1.1 Paper Contribution: 

Existing disease diagnostic techniques have a number of drawbacks, including lower accuracy, 

increased complexity, and a larger error rate, among others. A unique technique known as the 

KNDFS-BCBAC technique is introduced to tackle such difficulties. The following is a list of 

the KNDFS-BCBAC technique's key contributions:  

• The KNDFS-BCBAC technique uses discriminant analysis-based feature selection and 

a bootstrap aggregating classifier to increase disease diagnosis accuracy. 

• Based on the similarity measure, radial basis kernelized normal discriminant analysis 

is used to select the more significant characteristics. For disease diagnosis, the 

appropriate characteristics subset is picked, which reduces the time complexity. 

• By generating a bivariate regression tree, the bootstrap aggregating classifier is utilised 

to classify the patient data. The regression tree examines patient data and categorises 

disease levels depending on a predetermined threshold value. The ensemble classifier 

calculates the generalisation error by combining the regression tree outputs.  

• The outcomes of the weak learner are then ranked, and the majority vote of the results 

is determined using the Borda count method. This helps to increase disease diagnosis 

accuracy while lowering the rate of false alarms. 

 

1.2 Paper Organization: 

The paper is organised as follows: A brief literature overview of some illness diagnosis 

methodologies is presented in Section 2. The proposed KNDFS-BCBAC approach used in our 

study is briefly described in Section 3. Section 4 describes the experiments that were carried 

out as part of the framework. Section 5 details the evaluation processes followed and the 

outcomes obtained. The conclusion is summarised in Section 6. 

2. Literature survey 
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In the recent research, the performance evaluation of brain tumor diagnosis is done by [1] for 

the patients with symptoms. Automatic Seizure Detection in Children with Epilepsy was 

introduced in [2] for determining the epilepsy of the children. An automated seizure detection 

systems were presented in [3] for identifying the type of seizure. The complexity of seizure 

detection was not minimized. The survey of Brain Tumor Detection is done in [4],[8] and the 

classification and segmentation studies are carried out in [5],[6] and also developed an 

algorithm. A logistic model tree (LMT) was developed in [7] for identifying the epileptic 

seizure from EEG signals. However, the error rate was not minimized for identifying the 

epileptic seizure.  

 

An automatic generation of medical report scheme was introduced in [9] for identifying 

epilepsy with EEG signals. The designed scheme failed to perform the feature selection for 

minimizing complexity.  An ensemble empirical mode decomposition (EEMD) model was 

developed in [10] to identify the influences of factors on epileptic seizures. But the model failed 

to accurately detect the disease with minimum complexity.  Classification and Segmentation 

of Brain Tumor MRI images using Deep Learning is carried out in [11] and the subtype 

classification is supported in [12]. A hybrid intelligent system was developed in [13] using 

Fuzzy Min-Max (FMM) neural network for classifying the medical data. The robustness of the 

system was not improved.  K-Nearest Neighbor Classifier was developed in [14] for predicting 

and diagnosing the epilepsy level at various ages of the patients. But the classification accuracy 

was not improved. An Eigenspace Time-Frequency Based Feature selection was developed in 

[15] for identifying the Seizure with the EEG Data. However, the early detection of onsets of 

seizures was not performed. 

 

Brain Tumor Analysis and future challenges was developed in [16]. The Hybrid 

Cascade Forward Neural Network with Elman Neural Network (HECFNN) was introduced in 

[17] to categorize the different disease. The designed methods and analysis failed to perform 

the feature selection for improving performance accuracy. The Random Forest classifier was 

developed in [18] for diagnosing the seizure with higher accuracy. But the risk factor analysis 

was not performed. A multi-features and multilayer perceptron neural network (MLPNN) 

classifier was developed in [19] for disease pattern classification. Though the designed 

classifier minimizes the false detection rate, the accuracy was not improved with more patients’ 

data.  The Fuzzy entropy (FuzzyEn) and distribution entropy (DistEn) was developed in [20] 

for brain tumor disease prediction. However, the disease prediction accuracy was not improved. 

A machine learning system was introduced in [21] for automatically identifying the whole-

brain seizure. The designed system failed to minimize the complexity of seizure detection since 

it failed to perform the feature selection.  

 

 A new feature selection technique based on support vector machine (SVM) was 

developed in [22] for improving the medical classification performance. The designed method 

failed to solve the multi-class problem with the various criterions. An Epileptic Seizure 

Detection using Long-Short-Term Memory (ESD-LSTM) was introduced in [23] for accurate 

and robust detection with higher classification accuracy. The designed method failed to provide 
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improved performance with the more patient’s data. An adaptive multi-parent crossover 

Genetic Algorithm (GA) was designed in [24] for selecting the features to identify the epileptic 

seizures. The designed algorithm failed to accurately identify epileptic seizures. An Artificial 

Neural Network Input Gain Measurement Approximation based hybrid feature selection and 

ensemble classification were introduced in [25] for identifying the brain tumor. The approach 

failed to accurately minimize the error rate in the disease classification.  

  

 A novel matrix determinant feature selection was introduced in [26] for identifying the 

epileptic seizures using EEG signals. The performance of time complexity of epileptic seizures 

detection remained unsolved.   Novel Approach for Brain Tumor Classification Using 

Convolutional Neural Network was performed in [27] and this approach was failed in 

classification. The long-term recurrent convolutional network (LRCN) was developed in [28] 

for identifying the epileptic seizures from EEG signals. But the time complexity of the disease 

prediction remained unsolved.  

 

A multiscale radial basis functions (MRBF) and a modified particle swarm optimization 

(MPSO) and Support Vector Machine (SVM) was developed in [29] to classify the epileptic 

seizures. The designed method failed to obtain more accurate and reliable classification model 

with minimum computational complexity. The nonlinear sparse extreme learning machine 

(SELM) was introduced in [30] for identifying the epilepsy seizure detection. The 

computational complexity was not minimized. 

 

  The major problems are recognized from the literature review are overcome by 

introducing a innovative technique called KNDFS-BCBAC technique. The process of KNDFS-

BCBAC technique is presented in the following section.  

 

3. Methodology 

A KNDFS-BCBAC approach has been developed to diagnose the disease more accurately and 

quickly at an earlier stage. The two key steps in the KNDFS-BCBAC approach are feature 

selection and classification. A machine learning technique used to identify a linear combination 

of features is feature selection using the radial basis kernelized normal discriminant analysis. 

The resulting feature selection is frequently used for dimensionality reduction before to 

classification. Following feature selection, a Borda count bootstrap aggregating classifier is 

used to diagnose the disease and identify risk variables by classifying the normal patient or 

abnormal patient. The suggested KNDFS-BCBAC technique's two key processes are outlined 

in the following subsections. 

 

3.1 kernelized Normal discriminant analysis 

Because processing more features uses more computation time, big space, and so on, the feature 

selection aids in selecting a smaller number of features from a larger number of features. As a 

result, the KNDFS-BCBAC technique uses Radial Basis Kernelized Normal Discriminant 

Analysis (RBKNDA) to pick features since it produces more accurate classification results. 
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Consider the dataset Ds, which contains a number of attributes, namely features a1,a2,a3, ….. 

an. For decreasing the complexity, the feature that is more relevant to the condition is identified 

among them. The RBKNDA begins with defining the separation function, which divides the 

features into two subsets: relevant feature subset (𝑓𝑠𝑟)and irrelevant feature subset (𝑓𝑠𝑖𝑟). The 

separation function defines the ratio, which can be stated mathematically as follows: 

 

𝑠𝑒𝑝𝑓 =  
𝑉𝑏

𝑉𝑤
=  

𝐿 𝑚𝑤𝑑𝑡

𝐿 𝑚𝑏𝑑𝑡
                  (1) 

 

Where sepf stands for separation function, Vb for variance between subsets, Vw for variance 

within subsets, L for linear discriminant vector used for projecting relevant and irrelevant 

features into subsets, and mw, mb for scatter matrix within and between subsets. To quantify 

the similarity between two samples, the suggested technique employs the radial basis kernel 

function (i.e. features, objective function). The tumour illness symptoms are the objective 

function in this case. Below is the radial basis kernel function. 

𝐾𝑒𝑟𝑅𝐵𝐹 = 𝑒𝑥𝑝(−𝜌 ‖𝑎𝑡𝑖 − 𝑑𝑠𝑏‖2)         (2)     

                                               Where        𝜌 = −
1

2 𝐷2                      (3) 

 

𝐾𝑒𝑟𝑅𝐵𝐹is the radial basis kernel function, ‖𝑎𝑡𝑖 − 𝑑𝑠𝑏‖2 is the squared Euclidean distance 

between the two samples, and D is a deviation parameter in (2), (3) where D>0, 𝜌 is the 

parameter, ati represents an attribute, and dsb represents disease symptoms. The radial basis 

kernel function returns a number between 0 and 1 for similarity. The discriminant vector 

divides the features into subsets based on their similarity. The highest similarity features are 

projected into the applicable feature subsets. Otherwise, the features are projected onto feature 

subsets that are irrelevant. The following figure 1 depicts the flowchart of the proposed 

technique. 
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Figure 1 Flow chart of kernelized Normal discriminant analysis  

 

Figure 1 shows the steps involved in selecting relevant features using a radial basis kernelized 

model. Discriminant analysis in the traditional sense. In comparison to previous efforts, the 

KNDFS-BCBAC technique examines a smaller number of features for disease classification 

and thereby reduces the time complexity. The following is an explanation of the feature 

selection algorithm. 

 

Algorithm 1: kernelized Normal discriminant analysis 

Input: Dataset 𝐷𝑠, number of attributes or features𝑎1, 𝑎2, 𝑎3, … . 𝑎𝑛.   

Output: Select relevant feature subsets 

Begin 

1. Select the number of features  𝑎1, 𝑎2, 𝑎3, … . 𝑎𝑛 from 𝐷𝑠 

2.  Define the separation function 𝑠𝑒𝑝𝑓 

3.   for each feature calculate the attribute 𝑎𝑡𝑖 and objective function 𝑑𝑠𝑏 

4. Compute the radial basis kernel function𝐾𝑒𝑟𝑅𝐵𝐹 

5.        if (𝐾𝑒𝑟𝑅𝐵𝐹 > 𝛿)  then 

6. Discriminant vector projects the features into relevant subsets ‘𝑓𝑠𝑟‘  
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7. else  

8. Discriminant vector projects the features into irrelevant subsets ‘𝑓𝑠𝑖𝑟‘ 

9. end if 

10.           Select relevant features subset ‘𝑓𝑠𝑟’ 

11.           Remove the irrelevant features subset ‘ 𝑓𝑠𝑖𝑟’ 

12.  end for 

end 

For disease diagnosis, a radial basis kernelized normal discriminant analysis-based feature 

selection procedure is used, as shown in the above algorithm. The radial basis kernel function 

is used to project the features into relevant and irrelevant subsets using the linear discriminant 

vector in the provided dimensions. The RBKNDA selects the relevant feature subsets while 

discarding the unnecessary ones. The relevant feature subsets are employed to reduce the 

complexity of disease diagnosis, resulting in increased accuracy. 

3.2 Borda count bootstrap aggregating classifier   

The patient data is categorised using the Borda count bootstrap aggregating classifier after the 

relevant feature subset has been selected. The bagging technique, also known as the 

bootstrapped aggregating classifier, is a machine learning ensemble classifier that improves 

accuracy by creating a large number of weak learners. The weak learner is a type of base 

classifier that has a hard time delivering appropriate classification results. Bootstrapped 

aggregating, on the other hand, is a powerful ensemble classifier that produces correct results 

using a voting mechanism. The Borda count voting mechanism is used in the proposed 

KNDFS-BCBAC technique to produce reliable classification results through the ranking phase. 

Below is the Borda count bootstrapped aggregating classifier structure. 
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Figure 2 Borda count bootstrap aggregating classifier 

 

The Borda count bootstrap aggregating classifier is shown in Figure 2. The classifier takes into 
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bc2, …bcm). To classify the patient data, a bivariate correlated regression tree is utilised as a 

weak learner. The regression tree is used to assess patient data in conjunction with the illness 

feature value in order to determine if the patient is normal or abnormal. The root node, branch 

node, and leaf node make up the regression tree. The tree's root node assesses the relationship 

between the training feature value (patient data) and the testing feature value (disease feature) 

for analysis. 

 

𝛼 =
(∑ 𝑝𝑑𝑖𝑑𝑓𝑡)−(∑ 𝑝𝑑𝑖)(∑ 𝑑𝑓𝑡)

√[∑ 𝑝𝑑𝑖
2−(∑ 𝑝𝑑𝑖)2][∑ 𝑑𝑓𝑡

2−(𝑑𝑓𝑡)2]

           (4) 

 

Where,  𝛼 denotes a correlation coefficient, 𝑝𝑑𝑖 represents patient data, 𝑑𝑓𝑡denotes a disease 

feature value, ∑ 𝑝𝑑𝑖𝑑𝑓𝑡 denotes a sum of the product of paired score, ∑ 𝑝𝑖 is the sum of 𝑝𝑣  

score,  ∑ 𝑑𝑓𝑡   is the sum of 𝑑𝑓𝑡  score, ∑ 𝑝𝑑𝑖
2
is the sum of the squared score of ∑ 𝑝𝑑𝑖  and 

∑ 𝑑𝑓𝑡
2
  is the sum of the squared score of  ∑ 𝑑𝑓𝑡. The bivariate correlation coefficient provides 

the value between +1 and -1 where ‘+1’ indicates the positive correlation and ‘-1’ indicates the 

negative correlation. The positive correlation implies that the patient data is aberrant (i.e. 

disease), whereas the negative correlation suggests that the data is normal. After classification, 

the branch node performs a critical factor analysis of patient data by classifying the distinct 

phases based on the feature value threshold range. At the leaf nodes, the classification results 

are obtained. The threshold is set to the aberrant illness feature value (𝑑𝑓𝑣𝑝) in order to 

examine the critical risk factor of the patient data. The data is categorised as critical stage if the 

disease feature value exceeds the threshold. Aside from that, the disease patient data is 

categorised as early stage. Figure 3 depicts the classification of the bivariate correlated 

regression tree. 

 

Figure 3. Classification of the bivariate correlated regression tree 
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A bivariate linked regression tree is shown in the above figure. Based on the correlation 

coefficient values, the root node in the tree decides whether the patient data is normal or 

abnormal. The branch node then established a specified threshold value for the illness feature 

value to identify the patient's risk factor. The patient data is categorised in this fashion, and the 

disease and risk are detected. In the classification results of the weak learner, there is some 

training error. The classification results of all the weak learners are pooled in order to get strong 

classification results. The following are the strong classification results: 

𝑌𝑖 = ∑ 𝑏𝑐𝑖
𝑚
𝑖=1                  (5) 

 

The output of the strong classifier is 𝑌𝑖, while the output of the weak learners is 𝑏𝑐𝑖. 

The generalisation error is calculated for each weak learner in order to predict appropriate 

classification outcomes. The difference between the expected and predicted error is used to 

compute the generalisation error. 

 

𝑒𝑔𝑒𝑟𝑟 = {𝑒𝑥𝑒𝑟𝑟 − 𝑝𝑟𝑒𝑒𝑟𝑟}             (6) 

 

 In (6),𝑒𝑔𝑒𝑟𝑟 denotes a generalization error, 𝑒𝑥𝑒𝑟𝑟is the expected error, 𝑝𝑟𝑒𝑒𝑟𝑟 represents 

the predicted error. By applying the Borda count voting scheme, the weak classifiers are 

arranged and ranked based on the generalization error.  

 

egerr (bc1) ≤ egerr (bc2) ≤ egerr (bc3) ≤ ⋯ . egerr (bcm))          (7) 

 

In contrast to the conventional bootstrap aggregating classifier, the proposed bootstrap 

aggregating classifier assigns the first rank to their most favoured weak classifier results, i.e. 

those with the lowest generalisation error, and so on. The results of the higher-ranked classifiers 

are used in the final classification. The votes of the samples in the higher-ranked classifiers are 

counted and the majority to be chosen is determined based on the classification results. 

 

Y = arg max
m

vot (pdi)                    (8) 
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arg max denotes an argument of the maximum function to obtain the majority vote (vot) 

of the samples (i.e. patient data' pd') whose choice is known to the mth classifier in (8). Finally, 

the bootstrap aggregating classifier delivers good classification results for the majority of the 

samples, improving disease diagnosis accuracy and lowering false positive rates. The proposed 

ensemble classification results' algorithmic approach is shown below. 

 

Algorithm 2:  Borda count bootstrap aggregating classifier 

Input: Patient data pd1, pd2, pd3, … pdn 

Output: To determine disease diagnosing accuracy  

Begin  

1. Design ‘m’ regression trees with training Patient data pd1, pd2, pd3, … pdn 

2.      for each data pdi 

3. Compute the correlation    

4. if  (α = +1) then 

5. Calculate the optimal positive correlation  

6. Classify the abnormal data’s 

7.         else 

8. Determine the negative correlation  

9.   Classify the normal data’s 

10.        end if 

11.  if  (dfvp >  th) then 

12. Separate the patient data as critical stage 

13.                 else  

14. Separate the patient data as preliminary stage  

15. end if 

16.            Combine a set of weak learners Yi = ∑ bci
m
i=1  

17.  For each bci 

18.           Compute the generalization error ‘egerr’ 

19. end for 

20. Allocate the rank based on error rate 

21. Select the highest ranked classifier 

22. Categorize the majority votes of the samples   Y = arg max
m

vot (pdi) 

23. Obtain the optimal classification output 

End 

 

Algorithm 2 depicts the Borda count bootstrap aggregating classifier's step-by-step procedure 

for diagnosing the disease at an early stage. With the patient data, the bootstrap aggregating 

classifier creates an empty set of regression trees. The regression tree's root node then calculates 

the correlation between the training feature value (i.e. patient data) and the illness feature value. 

The normal and abnormal patient conditions are determined based on correlation data. The risk 

factor analysis is carried out by determining the abnormal disease feature value's threshold. 

The several stages of the patient's health are noted. By minimising the generalisation error, the 

weak classification results are combined to create strong classifications. By a majority vote of 
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all the samples, the ensemble classifiers ranked the classifier with the lowest generalisation 

error and the best results. As a result, the bootstrap aggregating classifier enhances disease 

diagnosis accuracy while lowering the percentage of false positives. 

 

4.Experimental Settings   

The Experimental evaluation is carried out using Java language with the help of the OASIS 

dataset taken from the https://www.oasis-brains.org/. The three methods namely KNDFS-

BCBAC, LRCN [1] and MRBF-MPSO-SVM [2] are implemented in the Java language. The 

OASIS dataset includes 13 features and 416 instances. 

 

Table 1 Feature Description 

Serial no. Features Description 

1. MR Sessions MRI Imaging sessions 

2. Subject Patients 

3. M/F Gender Male or female 

4. Hand Right-handed (R) 

5. Age Age of the patient 

6. Education Years of education 

7. SES Socioeconomic status since evaluated by the 

Hollingshead Index of Social Position and 

categorized into categories from 1 (highest 

status) to 5 (lowest status) 

8. CDR Clinical Dementia Rating 

0 = Normal 

0.5 = very mild 

1 = mild 

9. MMSE Mini-Mental State Examination 

(Score range is from 0 [worst] to 30 [best]) 

10. eTIV Estimated Total Intracranial Volume (cm3) 

11. nWBV normalized Whole Brain Volume 

12. ASF Atlas Scaling Factor (unitless) 

13. Scans MRI scans were obtained 

 

The performance analysis of KNDFS-BCBAC technique and existing methods are evaluated 

with different parameters are listed below, 

• Disease diagnosing accuracy  

• False positive rate 

• Time complexity  

 

5. Result Analysis and Discussion 

In this section, the comparative result analysis of proposed KNDFS-BCBAC, LRCN [1] and 

ESD-LSTM [2] are discussed with different parameters such as disease diagnosing accuracy, 

https://www.oasis-brains.org/
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false positive rate, and time complexity.  The comparative performance analysis are done with 

the help of tables and graphical representation.    

 

5.1 Disease diagnosing accuracy 

Disease diagnosis accuracy is measured through the classification of patient data. Therefore, 

the accuracy is the ratio of a number of (i.e. no. of) patient data are correctly classified to the 

number of patient data. The Disease diagnosis accuracy is calculated as follows, 

 

DDA = (
No.of data correctly classified

n
) ∗ 100             (9) 

 

 Wheren denotes a total number of data. The Disease Diagnosis Accuracy(DDA) is 

measured in the unit of percentage (%). The mathematical formula for calculating the tumor 

diagnosis accuracy is given below,  

 

Sample calculation: 

 

◆ Existing LRCN: No. of data correctly classified is 32 and the total no. of patients is 40. 

The disease diagnosis accuracy is mathematically calculated as, 

 

DDA = (
32

40
) ∗ 100 = 80% 

 

◆ Existing ESD-LSTM: No. of data correctly classified is 25 and the total no. of patients 

is 40. The disease diagnosis accuracy is mathematically calculated as, 

 

DDA = (
25

40
) ∗ 100 = 62.5% 

 

◆ Proposed KNDFS-BCBAC:  No. of data correctly classified is 35 and the total no. of 

patients is 40. The disease diagnosis accuracy is mathematically calculated as, 

 

DDA = (
35

40
) ∗ 100 = 87.5% 

Table 2. Disease diagnosing accuracy 

No. of Patient 

Data KNDFS-BCBAC LRCN ESD-LSTM 

40 89 82 74 

80 92 87 82 

120 93 88 85 

160 92 87 83 

200 95 89 85 

240 93 87 82 

280 92 85 79 
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320 94 88 82 

360 92 85 80 

400 91 84 79 

 

 

 
Figure 4. Disease diagnosing accuracy 

 

Figure 4 shows a comparison of disease diagnostic accuracy using three methodologies based 

on the number of patient data. The graphs show that the KNDFS-BCBAC enhances the 

accuracy of brain tumour diagnosis. By using the bootstrap aggregating classifier, the accuracy 

rate can be improved. With the patient data, the ensemble classifier creates a regression tree 

that is correlated with the illness characteristics value. The normal patient and tumor-affected 

patient are determined using regression analyses. Following that, the various phases of a brain 

tumour are identified, such as mild and extremely mild. By minimising the generalisation error, 

the weak classifiers are combined to produce strong classification results. The ensemble 

classifier improves the accuracy of disease diagnosis. The sample mathematical computation 

demonstrates with '40' patient data being considered for testing and '36' patient data being 

successfully diagnosed utilising the KNDFS-BCBAC approach. With '40' patient data, '33' 

patient data successfully diagnosed using LRCN [1] and '30' patient data correctly diagnosed 

using ESD-LSTM [2], the total disease diagnosing accuracy was determined to be 82% and 74 

% respectively. The results suggest that KNDFS-BCBAC improves the accuracy of identifying 

brain tumour disease by 6% when compared to LRCN [1] and 13% when compared to ESD-

LSTM [2]. 

5.2 False Positive Rate 

The false positive rate is calculated as the ratio of the number of erroneously classified patient 

data to the total quantity of patient data. The following is the mathematical formula for 

estimating the false positive rate is, 

 

FPR = (
No.of data incorrectly classified

n
) ∗ 100                          (10) 
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FPR is stands for False Positive Rate and n stands for the total number of data points. 

The FPR is expressed in percentage terms (%). This performance is stated to be improved if 

the false positive rate is lower. 

 

Sample calculation: 

 

◆ Existing LRCN: No. of data incorrectly classified is 6 and the total no. of patients is 40. 

The false positive rate is mathematically calculated as, 

 

FAR = (
6

40
) ∗ 100 = 15% 

 

◆ Existing ESD-LSTM: No. of data incorrectly classified is 12 and the total no. of patients 

is 40. The false positive rate is mathematically calculated as, 

 

FAR = (
12

40
) ∗ 100 = 30% 

 

◆ Proposed KNDFS-BCBAC:  No. of data incorrectly classified is 5 and the total no. of 

patients is 40. The false positive rate is mathematically calculated as, 

 

FAR = (
5

40
) ∗ 100 = 12.5% 

 

Table 3. False Positive Rate 

No. of Patient 

Data KNDFS-BCBAC LRCN ESD-LSTM 

40 11 19 25 

80 9 14 19 

120 7 12 15 

160 9 14 17 

200 6 11 15 

240 7 14 19 

280 8 15 20 

320 6 12 17 

360 8 15 20 

400 9 16 21 
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Figure 5. Graphical representation of false positive rate 

 

Figure 5 shows the false positive rate performance measure in relation to 400 patient data. The 

suggested KNDFS-BCBAC approach with the OASIS dataset has a low false positive rate, as 

demonstrated in the above figure. The Borda count bootstrap aggregating classifier has been 

used to improve the KNDFS-BCBAC approach. The Borda count voting system is used by the 

bootstrap aggregating classifier to determine the weak classifier with the lowest generalisation 

error based on the ranking algorithm. As a result, high-ranking classifiers are chosen to produce 

reliable classification results. The higher-ranked classifiers receive the majority of the votes in 

the results. The KNDFS-BCBAC approach reduces the chances of the ill patient being 

misidentified. When compared to the two state-of-the-art approaches, using LRCN [1] and 

ESD-LSTM [2], the KNDFS-BCBAC technique reduces the false positive rate by 47 % and 61 

% respectively. 

 

5.3 Time complexity  

Time complexity is measured as the amount of time taken by the algorithm to diagnosis the 

tumor with the number of patient data. The time complexity is calculated as follows,  

 

TC = n ∗ T(diagnosis single patient data)                      (11) 

 

 In (11) TC denotes the time complexity and T represents a time for diagnosing one 

patient data. Time complexity is measured in milliseconds (ms).  

 

Sample Calculation: 

◆ Existing LRCN: No. of patient data is 40, and the time taken to diagnosis the single data 

is 0.4 ms.  Then the overall time complexity is computed as follows,  

 

TC = 40 ∗ 0.4 ms = 16 ms 
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◆ Existing ESD-LSTM: No. of patient data is 40, and the time taken to diagnosis the single 

data is 0.5 ms. Then the overall time complexity is computed as follows,  

 

TC = 40 ∗ 0.5 ms = 20 ms 

 

◆ Proposed KNDFS-BCBAC: No. of patient data is 40, and the time taken to diagnosis the 

single data is 0.3 ms.  Then the overall time complexity is computed as follows,  

 

TC = 40 ∗ 0.3 ms = 12 ms 

Table 4. Time Complexity 

No. of Patient 

Data KNDFS-BCBAC LRCN ESD-LSTM 

40 13 17 21 

80 19 23 27 

120 25 31 37 

160 31 38 46 

200 39 45 51 

240 44 49 56 

280 49 54 58 

320 56 61 68 

360 62 68 73 

400 68 75 81 

 

 
 

Figure 6. Graphical representation of time complexity 

 

The performance results of time complexity of disease diagnosis using a number of patient data 

are shown in Figure 6. The x-axis depicts the amount of patient data points, while the y-axis 

reflects the time complexity in milliseconds(ms). As the volume of patients' data grows, so 
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does the amount of time it takes to diagnose a condition. The temporal complexity associated 

in brain tumour disease diagnosis was shown to be lowered employing the KNDFS-BCBAC 

technique, as shown in the image. This is due to the usage of radial basis kernelized data. 

Feature selection based on normal discriminant analysis. The discriminant vector was utilised 

to project the more similar features in the feature subset for brain tumour diagnosis. The 

Clinical Dementia Rating (CDR) score is used to classify the patient as normal, mild, or 

extremely mild based on the selected criteria. As a result, the time complexity of tumour disease 

diagnosis is reduced. The sample computation demonstrates this. The time complexity using 

LRCN [1] and ESD-LSTM [2] is '20ms' and '16ms' correspondingly, with '40' patient data 

considered for testing and the time required in diagnosing is '12ms' using KNDFS-BCBAC 

approach. The patient data is used to execute the various runs. The KNDFS-BCBAC 

technique's findings are compared to those of other approaches. In comparison to previous 

procedures, the time complexity is lowered by 20% and 25%, respectively, according to the 

comparison results. 

The above comparison findings and discussion clearly demonstrate that the suggested 

KNDFS-BCBAC technique performs better in terms of disease diagnosis accuracy, false 

positive rate, and time complexity. 

 

6. Conclusion 

In this study, a KNDFS-BCBAC technique based on machine learning is created with the goal 

of enhancing disease diagnosis accuracy in a short amount of time. Two methods are used in 

the KNDFS-BCBAC methodology used in this study. The radial basis kernelized discriminant 

analysis selects the relevant features, reducing the irrelevant features subset and obtaining a 

more effective relevant subset of features. This aids in lowering time complexity and, as a 

result, boosting disease diagnosis accuracy. Furthermore, by minimising the generalisation 

error, the bootstrap aggregating ensemble technique is used to transform the weak classification 

results into strong classification results. As a result, accurate classification is carried out, which 

enhances diagnosis outcomes. The OASIS dataset was used to test the accuracy of KNDFS-

BCBAC and existing approaches in terms of disease diagnosis, false alarm rate, and time 

complexity. In terms of disease diagnosis accuracy, false positive rate, and time complexity, 

the quantitative results reveal that the proposed KNDFS-BCBAC strategy outperforms 

previous state-of-the-art methods. 
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